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Training “Deep” GNNs

Skip
 Connectio

n

Normalization & 
Regularization

Efficient Propagation

JKNet (Xu et al., 2018), DeepGCNs (Li et al., 2019; 2020), 
Aff-GCN (Gong et al., 2020), GCNII (Chen et al., 2020),  
Implicit Acceleration (Xu et al., 2021) 

DropEdge (Rong et al., 2020), DropConnect (Hasanzadeh et al., 
2020), PairNorm (Zhao & Akoglu, 2019), WeightNorm (Oono 
& Suzuki, 2019), DiffGroupNorm (Zhou et al., 2020), 
GraphNorm (Cai et al., 2020)

SGC (Wu et al., 2019), APPNP (Klicpera et al., 2019), 
PPRGo (Bojchevski et al., 2020), DAGNN (Liu et al., 2020), 
SIGN (Frasca et al., 2020)

, GNN1000 (Li et al., 2021)
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● DeepGCNs: Can GCNs Go as Deep as CNNs? (ICCV’2019, TPAMI)
● DeeperGCN: All You Need to Train Deeper GCNs (arXiv’2020)
● Training Graph Neural Networks with 1000 Layers (ICML’2021)
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CNN vs. GCN - Comparison

Convolutional Neural Network (CNN) Graph Convolutional Network (GCN)

Slides by Thomas Kipf
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Grid Data vs. General Graphs

Why do we need graph convolutional networks?
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Grid Data：
● Image
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Grid Data：
● Image
● Video
● Audio
● Text
● Grid game (Go)
● ...

CNN works well
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Grid Data vs. General Graphs

How about non-grid graph structured data?
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General Graphs：
● Social Networks
● Citation Networks

Grid Data vs. General Graphs
Lots of real-world applications need to deal with Non-Grid data
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General Graphs：
● Social Networks
● Citation Networks
● Molecules
● Point Clouds
● 3D  Meshes
● ...

Grid Data vs. General Graphs

CNN doesn’t work
GCN to rescue

Lots of real-world applications need to deal with Non-Grid data
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Kipf, T.N. and Welling, M., 2016. Semi-Supervised 
Classification with Graph Convolutional Networks.

Veličković, P., Cucurull, G., Casanova, A., Romero, A., Liò, P. 
and Bengio, Y., 2018. Graph Attention Networks.

Wang, Y., Sun, Y., Liu, Z., Sarma, S.E., Bronstein, M.M. and Solomon, J.M., 
2018. Dynamic Graph CNN for Learning on Point Clouds.

Hamilton, W.L., Ying, R. and Leskovec, J., 2017. Inductive Representation 
Learning on Large Graphs.

Most of SOTA GCNs are not deeper than 3 or 4 layers.

DeepGCNs for Representation Learning on Graphs



DeepGCNs for Representation Learning on Graphs

Why GCNs are limited to shallow structures?

Over-fitting Over-smoothing Vanishing Gradient
Figures from https://towardsdatascience.com/the-vanishing-gradient-problem-69bf08b15484

https://towardsdatascience.com/the-vanishing-gradient-problem-69bf08b15484


● DeepGCNs: Can GCNs Go as Deep as CNNs? (ICCV’2019, TPAMI)
● DeeperGCN: All You Need to Train Deeper GCNs (arXiv’2020)
● Training Graph Neural Networks with 1000 Layers (ICML’2021)
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Training Loss of GCNs with varying depth

PlainGCNs ResGCNs

Deeper GCNs don’t converge well. Even a 112-layer deep GCN converges well!!!



DeepGCNs for Representation Learning on Graphs

DeepGCNs.orgResidual Graph Connections

An example: ResMRGCN

Aggregate

Update

Skip connection

An example: ResMRGCN
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DeepGCNs.orgDilated Graph Convolutions
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Dilated Convolution 
on a regular graph, 
e.g. 2D image

Dilated graph 
Convolution on an 
irregular graph, e.g. 
3D point cloud
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Deep Graph Convolutional Networks (DeepGCNs)



DeepGCNs for Representation Learning on Graphs

DeepGCNs.orgGraph Learning on 3D Point Clouds



DeepGCNs for Representation Learning on Graphs

Table 1. Comparison of ResGCN-28 with state-of-the-art.

We outperform other SOTA in 9 out of 13 classes
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Table 2. Comparison of ResGCN-28 with DGCNN* (Our shallow baseline model).

* We reproduced the results of DGCNN on all classes since the results across all classes were not provided in the DGCNN paper. 

Consistent improvements
across all the classes. ~ 4% boost in mIOU.
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DeepGCNs.orgApplication in Biology

Table 2. Node classification of biological networks. 

Wider

Deeper

By John Morris.
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DeepGCNs.orgApplication in Biology

Table 3. Comparison of DeepGCNs with 
state-of-the-art on PPI node classification.



● DeepGCNs: Can GCNs Go as Deep as CNNs? (ICCV’2019, TPAMI)
● DeeperGCN: All You Need to Train Deeper GCNs (arXiv’2020)
● Training Graph Neural Networks with 1000 Layers (ICML’2021)
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DeeperGCN - Residual Connections

Training losses of ResGCN+ and ResGCN, PlainGCN on ogbn-proteins.

Preactivated residual connections work better.
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DeepGCNs.orgDeeperGCN - Aggregation Functions

Aggregation functions perform very differently on different datasets.
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DeeperGCN - Message Passing DeepGCNs.org

Node 
Features

Edge 
Features

Neighbor’s
Features

Permutation 
Invariant Function
e.g., sum, mean or 
max

Differentiable 
(±Learnable)
 Function
e.g., MLPs

Differentiable 
(±Learnable)
 Function
e.g., MLPs

By https://pytorch-geometric.readthedocs.io

https://pytorch-geometric.readthedocs.io/
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Illustration of Generalized Message Aggregation Functions

Generalized mean-max aggregation function:

Generalized mean-max-sum aggregation function:

Differentiable aggregation functions

DeepGCNs.orgDeeperGCN - Aggregation Functions
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Table 4. DeeperGCN achieves SOTA results on 6 OGB datasets.
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DeeperGCN ranked top 1 on several datasets from Jun. 2020 to Sep 2020.

DeeperGCN - Results
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Memory complexity of training GNNs

Full batch:  
O(LND) 
L - number of layers
N - number of nodes 
D - number of features 
(assume D is the same 
for all the layers)

- How can we reduce memory 
complexity?

Cluster-GCN: O(LND) - > O(LBD)

B - number of nodes in subgraphs, B<N

Mini-batch: 

Chiang, Wei-Lin, et al. "Cluster-GCN: An efficient algorithm for training deep and large graph convolutional networks." SIGKDD. 2019.

This work: 

O(LND) - > O(ND)

- Can we reduce the memory 
complexity in the L dimension?



Related work

DNN: O(L)

Reversible CNN / DEQ: O(1)

*only consider the L dimension



Memory Efficient GNNs

Do not need to store the 
intermediate node features.

O(LND) - > O(ND)

Forward:
       

Inverse:

Reversible GNN:

DEQ-GNN:
       

Weight-tied Reversible GNN:
        



Memory Efficient GNNs

Forward:
       

Inverse:

Reversible GNN:

Forward:

Inverse:

When #group =2:



Memory Efficient GNNs

DEQ-GNN:
       



Results: Summary

Fig. Performance versus GPU memory consumption on 
the ogbn-proteins dataset for 112 layer deep networks.

1. Regular GNNs quickly run 
out of memory.

2. We can train huge 
overparameterized 
RevGNNs on a single 
GPU and achieve the 
best performance. 

3. We can train smaller 
GNNs with weight-tying 
or DEQ and still reach 
promising results 



Results: Complexity Analysis



Results: Constant Memory with RevGNN

Train 1001-layer 
GNN with only 
2.86G peak GPU 
memory!

The deepest GNN 
by one order of 
magnitude.



Results: SOTA with RevGNN (ogbn-proteins)

68M parameters
(about a half of GPT)



Results: SOTA with RevGNN (ogbn-arxiv)



Results: Constant Memory and Parameter Complexities

WT-RevGNN DEQ-RevGNN



Ablation: Different GNN operators (ogbn-arxiv)

RevGNNs are generic and 
can be applied to different 
operators.



Ablation: Mini-batch Training (ogbn-products)

Mini-batch 
training further 
reduces the 
memory 
consumption of 
RevGNN and 
improves its 
accuracy.
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> 1300 Stars (Pytorch + Tensorflow)
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